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We present a machine learning architecture that computes uncertainty in one target variable to
extrapolate a second target variable. We use the architecture to propose two concrete mixes.

The methodology is shown below with the machine learning models depicted by the brain.
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Future opportunities

My group at University of Cambridge are seek R&D

academic collaborators. UNIVERSITY OF

CAMBRIDGE

Alchemite™ machine learning for handling sparse and noisy data

commercialized by Intellegens, https://intellegens.com/. i nte I I eg e nS

The generic methodology can be applied to a broad range of areas: Applied machine learning

Biomolecules Autonomous cars Concrete
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